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Abstract

I will discuss aspects of Bayesian modelling, prior specification and stochastic com-
putation for a range of contexts involving “big” and “sparse” models. The contexts
will be drawn from multivariate analysis using high-dimensional graphical models,
regression variable model search/uncertainty with many candidate predictors, large-
scale multivariate anova models, and large-scale, sparse factor models. Computation
using varieties of MCMC methods and non-MCMC evolutionary stochastic search
methods will be discussed and explored, as will emerging and practically important
questions of Bayesian model/prior specification that are central to scalability to
Bayesian technologies as models/parameter spaces increase in dimension. Much of
our work across this range of high-dimensional, sparse model structures is at least
partly responsive to programs of statistical analysis of in genomics with large and
diverse sets of experimental and observational gene expression (and other) data,
which will be noted as relevant. Open areas of core statistical research interest,
including the need for novel computational methods and associated theory in prob-
lems where MCMC is simply too ponderous, and for improved implementations in
distributed/cluster processing, will be mentioned.
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